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Introducing CENClussm
Stable Discrete and “Fuzzy” Clustering from 

Renaissance Research & Consulting
Market researchers have been using traditional “k-means” clustering algorithms for segmentation for many years.  Properly prepared and interpreted, they have many advantages:

· They aren’t hierarchical, so there are fewer barriers to the best solution


· The process is easy to understand and interpret 

· They tend to yield simple, “clean” solutions that are easy to act upon


At the same time, k-means solutions have some well-known limitations:

· They assume only mutually-exclusive clusters.  While this is perfectly adequate for most applications, sometimes it makes more sense to allow a respondent to be part (to a greater or lesser extent) of more than one cluster.  Furthermore, since classic k-means assumes that clusters don’t overlap, the technique cannot test how mutually-exclusive the clusters in a given application actually are.


· Because the  k-means algorithm depends on a random start, its solution can be unstable.  In fact, previous work suggests that a sample’s cluster structure may actually be statistically distributed around the “true” cluster structure, and that any random solution is a “snapshot” of that distribution.


· The k-means technique allows the drawing and comparison of cluster solutions of different sizes, but there is no way to tell, other than by inspection, what is the “right” number of clusters.

At Renaissance Research & Consulting, we’ve come up with an expansion of the traditional k-means technique that deals with all of the techniques limitations, making it a more stable, flexible, and powerful technique.

We call it CENClussm.

CENClussu uses our time-tested RENCLUSsm k-means system as its core.  Using this engine, it runs 100 random trial solutions for a given k clusters, building a cluster distribution for each respondent.  When CENClussu is finished, it produces:

· The “Fuzzy” Solution, in which each respondent has a “percent participation”, from 0 to 100, in each cluster.  Cluster means are weighted averages based on each respondent’s “participation” in that cluster.


· The Discrete Solution, in which each respondent is assigned to one and only one cluster – the one in which he has the highest participation.  This solution is the counterpart of a traditional cluster structure – the most stable k-means solution possible.


· Measures of the specificity of the solution – is it “fuzzy”, or does it approach the classic mutually-exclusive cluster structure?

· Proportion of respondents at different levels of participation in a cluster, from 90% down to 50%

· Average maximum cluster participation – a measure of how discrete the “discrete solution” actually is.

And, by indicating clusters with low participation rates, these measures can also be used to find out whether a solution has too many clusters.


· Cluster Participation and Membership for each respondent.  This is an ASCII file containing each respondent’s percent participation in each cluster, as well as the cluster number of the cluster with his highest participation.  This can be used to classify the respondents for further analysis;  it can also be used to identify and analyze “firm” vs. “fuzzy” respondents – those who are clearly classified into one cluster, as against those who participate in two or more clusters simultaneously.  This could also allow eliminating “fuzzier” respondents, yielding an even sharper solution. Or, it can be used to analyze relationships between clusters – which tend to “stand alone”, and which tend to share respondents?

And, in addition, both solutions are profiled with the familiar RENCLUSsm diagnostics – tables and graphics that make interpreting the clusters a snap.

CENClussm takes segmentation to a higher level.  For more information, contact Paul M. Gurwitz, Ph.D. by email at pgurwitz@renaiss.com, or by phone at 212-319-1833.
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